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ABSTRACT
Accurate avalanche occurrence data are of crucial importance for avalanche forecasting, since recent avalanching provides direct evidence on snowpack instability. We therefore explore how avalanche activity data obtained through seismic monitoring can be used for avalanche forecasting. By visually inspecting data from a seismic sensor deployed in an avalanche starting zone, we obtained three avalanche catalogues for two entire winters and one period of 10 days with intense wet-snow avalanche activity. Avalanche activity was clustered in time for all catalogues, and diurnal periodicity was clearly present during spring. In winter, when dry-snow avalanches predominantly release, rather weak long-term correlations on the order of several days were found between past and future avalanche activity. We investigated the performance of a simple model to predict future avalanches based on past avalanche activity. Model performance was better in spring than in winter, especially for very short time scales of up to 3 h, and for time scales around 24 h. Furthermore, the performance of our very simple model was comparable to the performance of more sophisticated models to forecast wet-snow avalanche release based on meteorological input variables. While it is clear that for operational avalanche forecasting automatic avalanche detection still has to be developed, overall this work shows that avalanche activity data obtained through seismic monitoring would yield very valuable data for wet-snow avalanche forecasting.

1. Introduction
Operational avalanche forecasting mainly relies on meteorological observations and forecasts in combination with snow cover instability observations, ideally direct observations of avalanches (e.g. McClung and Schaerer, 2006). It involves the assimilation of multiple data sources to make predictions over complex interacting processes. For many decades, avalanche forecasters have developed successful decision-making strategies to deal with this complexity (e.g. LaChapelle, 1980). These rule-based empirical strategies, sometimes applied intuitively, are employed to deal with many of the numerous processes and scales involved in avalanche formation. For instance, avalanche forecasters often rely on the observed or forecasted amount of new snow. However, the success rate of this approach is rather limited, especially for local forecasts (e.g. Schweizer et al., 2009). Employed methods in avalanche forecasting are thus still largely based on experience of the forecaster and therefore prone to subjectiveness.

Monitoring precursor signals to avalanche release could therefore potentially help to improve avalanche forecasting. Acoustic emissions (AE) can provide information on the imminence of failure of a material (e.g. Michlmayr et al., 2012), and AE monitoring in laboratory experiments has extensively been used to better understand the failure process in various materials (e.g. Lockner, 1993; Niemz et al., 2009; Rosti et al., 2010; Woo et al., 2008). On the larger scale, this technique has also been used to monitor and study gravitational slope instabilities such as landslides (e.g. Spillmann et al., 2007), cliff collapse (Amitrano et al., 2005), rock avalanches (e.g. Deparis et al., 2008) and unstable glaciers (e.g. Faillettaz et al., 2008). However, despite encouraging new results (Kapil et al., 2014; Reiweger et al., 2015), due to the strong attenuation of high frequency waves in snow, the applicability of AE for forecasting avalanches is likely limited. Furthermore, reliable low frequency precursor signals to avalanche release have not yet been identified (van Herwijnen and Schweizer, 2011a), even though previous studies suggested that such signals exist (Gubler, 1979).

In the absence of reliable, non-invasive, in-situ precursor signals from the snowpack associated with imminent slope instability, avalanche occurrence data might offer an alternative. Indeed, recent avalanche observations, for instance the number of observed avalanches within the last 24 h, are widely used for avalanche forecasting.
forecasting (e.g. McClung and Schaarer, 2006). During snow storms, the likelihood of increased avalanching is usually obvious, for instance, once about 50 cm of new snow has fallen. However, due to the absence of reliable avalanche observations, it often remains uncertain whether many natural avalanches occur. The answer can usually only be given after the storm, once visibility has improved, when the danger has already decreased and the peak activity has generally passed. Clearly, more reliable methods to detect avalanche occurrence are required.

For the automated remote detection of avalanches several techniques and instruments can be applied, in particular ground based and satellite radar sensors (e.g. Eckerstorfer et al., 2016; Gauer et al., 2007; Kogelnig et al., 2012), infrasonic sensors (e.g. Marchetti et al., 2015; Scott et al., 2007; Thüring et al., 2015), and seismic sensors. The latter are well suited for the remote detection of hazardous mass movements such as rockfall, landslides, ice avalanches and snow avalanches (e.g. Caplan-Auerbach and Huggel, 2007; Deparis et al., 2008; Suriñach et al., 2005). Seismic monitoring systems consist of one or several seismic sensors, also called geophones or seismometers, fixed in the ground or bolted to rocks to record ground vibrations generated by mass movements. Ives et al. (1973) were the first to show that seismic monitoring equipment can be used to remotely detect avalanches. It quickly became evident that such avalanche monitoring systems could potentially provide valuable information for avalanche forecasting, since data on avalanche activity represent the most direct instability data (McClung and Schaarer, 2006).

As noted by Harrison (1976): ‘a network of a few sensors which remotely could detect and locate avalanches during storm conditions over an area of a few square miles would have important application’. Since then, numerous studies have shown that, depending on the size, avalanches that occur up to several kilometers away from the sensors can be detected (e.g. Bessason et al., 2007; van Herwijnen and Schweizer, 2011a; Suriñach et al., 2001).

Thus far, seismic monitoring systems are not widely used for operational avalanche forecasting, in part due to the difficult task of automatically discriminating signals generated by avalanches from background noise. Indeed, while Rubin et al. (2012) obtained encouraging detection rates using various machine learning algorithms for the automatic detection of avalanche signals in seismic data, the high false alarm rate of around 90% showed that substantial progress still has to be made. Nevertheless, based on visual inspection of the data from one seismic sensor, van Herwijnen and Schweizer (2011b) were able to obtain a database with the release times for 385 avalanches in one winter using data from one sensor, with an estimated accuracy of less than one minute. Similarly, Lacroix et al. (2012) visually identified 80 avalanches in the data from a seismic array with seven sensors for one winter. Such avalanche catalogues can be used to better understand avalanche triggering mechanisms and ultimately improve avalanche forecasting, as suggested by recent results presented by van Herwijnen and Schweizer (2011b), Lacroix et al. (2012) and Schweizer and van Herwijnen (2013).

By extending the previously published avalanche database from van Herwijnen and Schweizer (2011b), in this study we explore how avalanche activity data obtained through seismic monitoring can be used for avalanche forecasting. First we investigate clustering and periodicity in avalanche activity and compare local avalanche activity obtained through seismic monitoring with regional avalanche activity obtained through conventional visual observations. Then, we focus on exploiting avalanche activity data for local avalanche forecasting (about 2 km²) at time scales of up to 7 days. To evaluate the effectiveness and reliability of the forecast, we use two methods: receiver operating characteristic curves (e.g. Kumar and Indrayan, 2011) and error diagrams (e.g. Molchan, 1997). These diagrams allow to evaluate forecast performance in terms of probability of detection, false alarm ratio and alarm duration, and have been used to evaluate forecasting models for earthquakes and volcanic eruptions (e.g. Grasso and Zaliapin, 2004; Talbi et al., 2013). Due to a lack of accurate avalanche activity data, such a rigorous performance evaluation is generally not possible in avalanche forecasting.

2. Methods and data

2.1. Sites and instrumentation

We monitored avalanche activity at two sites above Davos (Fig. 1): the Wannengrat (WAN) and the Dorfberg (DFB) field sites. At both sites, we continuously record seismic data, one or several automatic meteorological stations (AMS) are present and we installed automatic cameras which allowed us to identify seismic signals generated by avalanches (van Herwijnen and Schweizer, 2011a,b). The field sites and data acquisition systems are only briefly described; a detailed description can be found in van Herwijnen and Schweizer (2011a,b) and van Herwijnen et al. (2013).

At the WAN field site, we deployed an array of 7 vertical uni-axial geophones with a natural frequency of 14 Hz in an avalanche starting zone at an elevation of about 2500 m a.s.l. The commercial data acquisition system (Seismic Instruments SmartGeophone system) consists of low-noise, high-precision 24-bit analog to digital converters (ADC) and data were continuously sampled at a rate of 500 Hz. The geophones were mounted in a foam housing with a density close to that of snow and placed on top of the snow cover in early winter to be buried by subsequent snowfall (van Herwijnen and Schweizer, 2011a). At the DFB field site, we deployed one vertical component geophone with a natural frequency of 14 Hz on a grassy slope at an elevation of about 1900 m a.s.l. The data acquisition system (Cirrus Logic CRD5378) consists of a low-noise, high-precision 24-bit ADC and data were continuously sampled at a rate of 500 Hz. The geophone was placed in a waterproof plastic housing and inserted in the ground with a metal spike.

2.2. Signal processing and avalanche detection

Since there is considerable environmental noise in seismic data, for instance due to airplanes, wind or ski lifts, it is important to distinguish seismic signals generated by avalanches from noise (M. van Herwijnen and Schweizer, 2011b). Using avalanches identified on the images from automatic cameras allowed us to visually identify typical characteristics associated with signals generated by avalanches (see Figs. 2 and 3 for examples). This learning step was required for each site separately, since the location of the site as well as local topography and geology strongly affect the seismic wave field. For instance, due to its proximity to the town of Davos and a large ski area (Fig. 1), there was substantially more noise in the seismic data at DFB than at WAN (compare the signal-to-noise levels in Figs. 2 and 3). Since there was a clear diurnal trend in the signal-to-noise ratio at the Dorfberg field site (not shown), we are confident that the increased noise at this field site is of anthropogenic nature.

Despite these site specific differences, seismic signals generated by avalanches had unique temporal and spectral characteristics allowing us to identify them in the seismic data. To do so, we performed a visual inspection of the waveform and the spectrogram (see Figs. 2 and 3 for examples), i.e. the evolution of the frequency content of the signal with time, as was done by van Herwijnen and Schweizer (2011b) and Lacroix et al. (2012). A visual inspection of the seismic data is time consuming and prone to observer bias. To reduce the latter, all data were inspected by the same observer. However, in the absence of reliable automatic signal classification methods, visual inspection of the data is thus far the only method to identify signals generated by avalanches. While we have invested much effort to obtain validation data from the field (for a detailed description see van Herwijnen and Schweizer, 2011b), many of the avalanche signals identified in the seismic data were not confirmed by field...
observations (see Fig. 4 for an example). For instance, at DFB during the spring of 2013, 25 of the 52 avalanche signals identified in the seismic data remained unconfirmed. Nevertheless, given the overall similarities between the seismic signals generated by avalanches, we are relatively confident in the accuracy of our visual inspection of the data.

2.3. Seismic avalanche catalogues

For this study, we analyzed seismic data during three distinct periods: for WAN we inspected data from one sensor inserted in the snow from two winters, namely the winters of 2009–2010 and 2010–2011, and for DFB we focused on a period of high wet-snow avalanche activity during the spring of 2013. We thus have three seismic avalanche catalogues, henceforth referred to as WAN2010, WAN2011 and DFB2013, consisting of the release time \( t_i \) of each avalanche found in the seismic data. The release time was used to calculate the avalanche activity \( N(t,s) \), consisting of the number of avalanches with \( t_i \in [t - s, t) \) and \( s \) the length of the time interval in hours. For instance, for \( s = 1 \) h we obtain an hourly avalanche activity, while for \( s = 24 \) h we obtain daily avalanche rates. Finally, besides the avalanche activity we also computed the waiting time between subsequent avalanches, defined as \( \tau_i = t_i - t_{i-1} \).

WAN2010 consisted of 385 avalanches over a period of 108 days from 13 January to 30 April 2010 (blue line in Fig. 5). WAN2011 consisted of 154 avalanches over a period of 138 days from 11 December...
2010 to 27 April 2011 (red line in Fig. 5). Finally, DFB2013 consisted of 52 avalanches over a period of 10 days from 1 to 11 March (green line in Fig. 5). To investigate differences in dry-snow and wet-snow avalanching, we further split the WAN2010 and WAN2011 catalogues in a winter period, when the majority of avalanches consisted of dry-snow avalanches, and a spring period, when most avalanches were wet-snow avalanches. Based on field observations as well as a detailed inspection of local meteorological data, we determined that for WAN2010 the cutoff date between winter and spring was 15 March 2010, while for WAN2011 it was 25 March 2011. We will refer to these avalanche sub-catalogues as WAN2010\textsubscript{winter}, WAN2010\textsubscript{spring}, WAN2011\textsubscript{winter} and WAN2011\textsubscript{spring}. Finally, we also analyzed combined seismic avalanche catalogues, namely SEIS consisting of WAN2010, WAN2011 and DFB2013 combined, SEIS\textsubscript{winter} consisting of WAN2010\textsubscript{winter} and WAN2011\textsubscript{winter}, and SEIS\textsubscript{spring} consisting of WAN2010\textsubscript{spring}, WAN2011\textsubscript{spring} and DFB2013.
2.4. Regional avalanche catalog

For the region of Davos, the avalanche warning service monitors an area of 175 km² on a daily basis and information is gathered on the number, size and type (dry or wet-snow) of avalanches. The uncertainty in the time of occurrence can sometimes be large as observations cannot be made during periods of bad visibility, for instance during snow storms. However, there are no consistent records of this uncertainty. For this study, we compiled a regional avalanche catalog consisting of all avalanche observations during the study period. Since there is also information on the type of avalanche, we further compiled two additional catalogues consisting of all dry-snow and all wet-snow avalanche observations during the study period. We thus have three regional avalanche catalogues, henceforth refereed to as OBS, OBSdry and OBSwet, consisting of the estimated release date of each avalanche observed in the region of Davos. We also compared the avalanche catalogues to the forecasted avalanche danger level for the region of Davos, based on the European five-degree danger scale (1: Low, 2: Moderate, 3: Considerable, 4: High, 5: Very High) (e.g. Meister, 1995; Schweizer et al., 2003).

For correlation analysis, e.g. between avalanche activity catalogues, we used the Spearman rank order correlation coefficient rs. A level of significance p = 0.05 was chosen to decide whether the correlations were statistically significant.

2.5. Model performance measures

In this work we explore how avalanche activity data obtained through seismic monitoring can be used for forecasting avalanches. We therefore investigated a simple model based on past avalanche activity to predict future avalanches (Section 3.4). To evaluate the predictive performance of our model, we used common performance measures such as the probability of detection (POD) and the false alarm ratio (FAR) (e.g. Wilks, 2011), and in particular two methods: receiver operating characteristic (ROC) curves (e.g. Kumar and Indrayan, 2011) and error (ERR) diagrams (e.g. Molchan, 1997).

The ROC curve displays the probability of detection (POD; the number of correctly predicted events divided by the total number of events) versus the false positive rate (FPR; the number of falsely predicted events divided by the total number of non-events) for varying avalanche activity thresholds. The area under the curve (AUC) is an effective measure to assess the performance of a model (for more details, see Kumar and Indrayan, 2011). An AUC value of 1 corresponds to a perfect model, while an AUC value of 0.5 corresponds to a flip of a coin (50–50 chance).

Error diagrams allow to characterize model performance in terms of failure to predict rate (1−POD) and total alarm duration (DUR; length of time with avalanche activity above the threshold divided by total length of the time series) for varying avalanche activity thresholds. Error diagrams thus add an important parameter when evaluating model performance, namely the total alarm duration. A DUR value close to 1 corresponds to a poor model since an alarm is raised for most of the time. The optimal avalanche activity threshold is determined by finding the minimum distance:

\[
d_{\text{min}} = \min \left( \sqrt{d_{\text{ROC}}^2 + d_{\text{ERR}}^2} \right)
\]

with \(d_{\text{ROC}} = \text{FPR}^2 + (1 - \text{POD})^2\) the distance between a perfect model (point (0,1)) and the observed ROC curve, and \(d_{\text{ERR}} = (1 - \text{POD})^2 + \text{DUR}^2\) the distance between a perfect model (point (0,0)) and the observed ERR curve. For the optimal activity threshold, we then determined the corresponding POD and DUR values as well as the false alarm ratio (FAR; the number of falsely predicted events divided by the total number of predicted events). Evaluating model performance can thus be done using four distinct metrics: AUC, POD, FAR and DUR. To analyze our avalanche forecasting model in a comprehensive manner, we therefore determined the overall model score S defined as \(S = (1 - \text{AUC}) + (1 - \text{POD}) + \text{FAR} + \text{DUR}\). A perfect model would therefore have a score of 0, while a score of 2 or more would imply poor model performance.

3. Results and discussion

Information on the size and type of the avalanches detected in the seismic data was generally not available. For the WAN2010 catalog, most avalanches occurred after the cutoff date between winter and spring (red dashed line in Fig. 5), suggesting that the majority of avalanches in this catalog were wet-snow avalanches. For WAN2011, the avalanches were more or less equally split between winter (88) and spring (66) (blue dashed line in Fig. 5). Finally, for the DFB2013 catalog, 27 of the 52 avalanches were seen on the images from the
automatic cameras. All these were wet-snow avalanches, indicating that the avalanches in this catalog were most probably all wet-snow avalanches.

Based on an analysis of the avalanches observed on the images from the automatic camera, van Herwijnen et al. (2013) determined that avalanche length ranged from 13 to almost 700 m. Furthermore, they showed that avalanche length was proportional to the square of seismic signal duration $T$. For WAN2010, van Herwijnen and Schweizer (2011b) showed that many signals identified in the seismic data were generated relatively long ($T > 20$ s) seismic signals (see Figs. 6 and 7 in van Herwijnen and Schweizer, 2011b). Furthermore, they showed that the cumulative distribution of $T^2$ followed a power law with an exponent of $2.5 \pm 0.4$, similar to the exponent of $2.2 \pm 0.1$ measured for snow slab avalanche scaling based on slab width field measurements (Faillettaz et al., 2004). Overall, results from van Herwijnen et al. (2013) and van Herwijnen and Schweizer (2011b) suggest that $T^2$ provides some basic information on avalanche size, albeit indirect. The distributions of $T^2$ thus suggest that the DFB2013 catalog contained the largest avalanches, while the WAN2011 catalog contained the smallest avalanches (Fig. 6).

3.1. Clustering in avalanche activity and periodicity

The hourly avalanche activity observed at our seismic monitoring stations was clustered in time (Fig. 5). Indeed, for WAN2010 there were two very distinct peaks in the avalanche activity, around 20 March and at the end of April. Even though avalanche activity was substantially lower for WAN2011, there were also several periods with above average avalanche activity (e.g. early March and early April). Finally, in the much shorter catalog of DFB2013, avalanche activity was highest near the end of the period.

To verify the non-random distribution of avalanche occurrence in more detail, we determined the coefficient of variation $\eta$ of the waiting time $\tau$, defined as the ratio between the standard deviation and the mean of $\tau$ (Marzocchi and Zaccarelli, 2006). For a Poisson process, i.e. a uniform distribution in time, $\tau$ obeys an exponential distribution and $\eta = 1$. Clustered events are characterized by $\eta > 1$.

The assumption that the occurrence times obey a Poisson process was rejected for all catalogues (Table 1), except for WAN2010winter.

To further investigate clustering, the cumulative distribution of $\tau$ was analyzed for all seismic avalanche catalogues (Fig. 7). Clearly, for all catalogues the waiting times were not uniformly distributed, except for WAN2010winter. For short time scales, the waiting times were less clustered than a Poisson process, while for longer time scales $\tau$ was more clustered. By comparing the observed cumulative distributions with the expected exponential distribution (dashed lines in Fig. 7), one can determine a threshold time $\tau_0$ above which larger waiting times are more frequent than expected (Tatard et al., 2010). For WAN2010 and DFB2013 $\tau_0$ was around 12 h, while for WAN2011 it was more than 40 h (Fig. 7a and Table 1). When analyzing the winter and spring catalogues separately, the lowest $\tau_0$ values were found for the spring catalogues (Table 1, Fig. 7b and c). Overall, these result show that avalanches do not occur randomly. This was expected since avalanches result from the complex interaction between meteorological disturbances (e.g. precipitation or incoming solar radiation) and existing weaknesses within the snow cover, acting over various time scales. Our results suggests that in spring avalanches are clustered for time scales on the order of several hours to one day, while in winter clustering time scales are on the order of a few days.

To investigate periodicity in the avalanche activity, we calculated the covariance of the hourly avalanche activity

$$C(r,s) = \frac{1}{n} \sum_{t=1}^{n} N(t,r)N(t+r,s)$$

with $r$ the lag time and $s = 1$ h. The normalized covariance $\frac{C(r)}{N}$ exhibited a first zero crossing after a lag time of 12 h and a secondary maximum for a lag time of 24 h, especially for WAN2010 and DFB2013 (Fig. 8a). This suggests that there generally was a daily pattern in avalanche activity, which comes as no surprise since we mostly detected wet-snow avalanches, which typically release during the day when the energy input into the snow cover is greatest (e.g. Helbig et al., 2015; Mitterer and Schweizer, 2013). This periodicity in wet-snow avalanching is further highlighted when we analyze $\frac{C(r)}{N}$ for winter and spring separately (Fig. 8b). For WAN2010winter, WAN2011winter and SEISwinter, the normalized covariance rapidly decreased to values close to zero for lag times larger than 2 h (Fig. 8b), suggesting there was no discernible periodicity in dry-snow avalanche activity. For WAN2010spring, WAN2011spring and SEISspring, on the other hand, a clear daily pattern emerged with a minimum in $\frac{C(r)}{N}$ after a lag time of 12 h and a secondary maximum for a lag time of 24 h (Fig. 8c).

3.2. Comparison with regional avalanche activity and avalanche danger level

From an avalanche forecasting perspective, observations of recent avalanche occurrences are regarded as unambiguous information on

<table>
<thead>
<tr>
<th>Catalog</th>
<th>$N$</th>
<th>$\eta$</th>
<th>$\tau_0$ (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAN2010</td>
<td>385</td>
<td>2.3</td>
<td>11</td>
</tr>
<tr>
<td>WAN2010winter</td>
<td>58</td>
<td>0.95</td>
<td>107</td>
</tr>
<tr>
<td>WAN2010spring</td>
<td>327</td>
<td>3.1</td>
<td>8</td>
</tr>
<tr>
<td>WAN2011</td>
<td>154</td>
<td>2.5</td>
<td>42</td>
</tr>
<tr>
<td>WAN2011winter</td>
<td>88</td>
<td>2.3</td>
<td>55</td>
</tr>
<tr>
<td>DFB2013</td>
<td>66</td>
<td>2.1</td>
<td>25</td>
</tr>
<tr>
<td>SEISwinter</td>
<td>52</td>
<td>1.9</td>
<td>12</td>
</tr>
<tr>
<td>SEISspring</td>
<td>445</td>
<td>2.9</td>
<td>10</td>
</tr>
</tbody>
</table>
snow cover instability (e.g. McClung and Schaerer, 2006). Avalanche observations are therefore commonly considered as the best predictor for future avalanches. The area monitored by our seismic monitoring stations is approximately 2 km² (van Herwijnen et al., 2013; van Herwijnen and Schweizer, 2011b). To evaluate how representative the avalanche activity from the seismic sensors is from an avalanche forecasting perspective, we therefore compared daily seismic avalanche activity with the avalanche activity observed in the region of Davos. There was a weak positive correlation between regional avalanche activity recorded through conventional visual observations and avalanche activity recorded through seismic monitoring, although for DFB2013 the correlation was not significant (Table 2 and Fig. 9). These results suggest that increased regional avalanche activity generally also coincided with increased local avalanche activity near the seismic monitoring stations.

Despite the small area covered by the seismic stations, compared to about 175 km² for the visual observations in the region of Davos, all the major regional wet-snow avalanche periods were well
captured (compare solid red and dashed green lines in Fig. 9). This is also reflected by the significant positive correlation between the observed wet-snow avalanche activity and seismic avalanche activity, except again for DFB2013. While for DFB2013 the overall pattern in avalanche activity corresponded well with observed wet-snow avalanches, the absence of a significant correlation was due to the fact that the peak in avalanche activity at the seismic station was on 8 March, while it was a day later for the regional observations (Fig. 9c).

Indeed, when shifting the visual observations of regional avalanche activity backward by one day, the correlation became very strong and significant that the peak in avalanche activity at the seismic station was on 8 March, while it was a day later for the regional observations (Fig. 9c).

The observed correlation between avalanche activity and forecasted avalanche danger level does not necessarily imply that past avalanche activity is indicative of future activity. To investigate this issue more closely, we computed an additional time series $N_{\text{future}}(t,s)$ consisting of the number of avalanches with $t_i \in [t, t + s]$. The Spearman correlation coefficient $r_s(t) = \text{cor}(N(t), N_{\text{future}}(t,s))$ then provides an indication whether future avalanche activity correlated with past activity.

For the avalanche catalog OBS, the correlation coefficient $r_s(t)$ was relatively low and mostly not significant ($p > 0.05$). Nevertheless, $r_s(t)$ exhibited two significant maxima at 24 and 96 h (black solid line in Fig. 11). A very similar pattern was also present for OBSweit with overall larger and significant $r_s(t)$ values (red solid line in Fig. 11). These results highlight once more that during our study period, the majority of avalanches consisted of wet-snow avalanches. For dry-snow avalanches, on the other hand, $r_s(t)$ values were lowest, not significant and the trend was different: $r_s(t)$ increased up to 72 h and decreased thereafter (blue solid line in Fig. 11).

The correlation coefficients $r_s(t)$ for the combined seismic catalog SEIS, as well as the SEISwinter and SEISspring catalogues were generally larger and statistically significant (black, blue and red dotted lines in Fig. 11). Nevertheless, trends $r_s(t)$ observed in SEISwinter and SEISspring showed some similarities with those observed in OBSdry and OBSweit. Despite some differences in the exact location of local minima and maxima and, of course, the value of the correlation coefficient, the overall trends in $r_s(t)$ exhibited similar features (compare blue and red dotted lines with blue and red solid lines in Fig. 11). Indeed, $r_s(t)$ exhibited a local maximum at 24 h and local minima at 72 and 168 h.

### Table 2

<table>
<thead>
<tr>
<th>Catalog</th>
<th>OBS</th>
<th>OBSdry</th>
<th>OBSweit</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAN2010</td>
<td>0.26</td>
<td>8 × 10⁻³</td>
<td>−0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 × 10⁻³</td>
</tr>
<tr>
<td>WAN2011</td>
<td>0.37</td>
<td>&lt; 10⁻³</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt; 10⁻³</td>
</tr>
<tr>
<td>DFB2013</td>
<td>0.58</td>
<td>0.06</td>
<td>−0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.19</td>
</tr>
</tbody>
</table>

### 3.3. Correlation of past and future avalanche activity

The observed correlation between avalanche activity and forecasted avalanche danger level does not necessarily imply that past avalanche activity is indicative of future activity. To investigate this issue more closely, we computed an additional time series $N_{\text{future}}(t,s)$ consisting of the number of avalanches with $t_i \in [t, t + s]$. The Spearman correlation coefficient $r_s(t) = \text{cor}(N(t), N_{\text{future}}(t,s))$ then provides an indication whether future avalanche activity correlated with past activity.

For the avalanche catalog OBS, the correlation coefficient $r_s(t)$ was relatively low and mostly not significant ($p > 0.05$). Nevertheless, $r_s(t)$ exhibited two significant maxima at 24 and 96 h (black solid line in Fig. 11). A very similar pattern was also present for OBSweit with overall larger and significant $r_s(t)$ values (red solid line in Fig. 11). These results highlight once more that during our study period, the majority of avalanches consisted of wet-snow avalanches. For dry-snow avalanches, on the other hand, $r_s(t)$ values were lowest, not significant and the trend was different: $r_s(t)$ increased up to 72 h and decreased thereafter (blue solid line in Fig. 11).

The correlation coefficients $r_s(t)$ for the combined seismic catalog SEIS, as well as the SEISwinter and SEISspring catalogues were generally larger and statistically significant (black, blue and red dotted lines in Fig. 11). Nevertheless, trends $r_s(t)$ observed in SEISwinter and SEISspring showed some similarities with those observed in OBSdry and OBSweit. Despite some differences in the exact location of local minima and maxima and, of course, the value of the correlation coefficient, the overall trends in $r_s(t)$ exhibited similar features (compare blue and red dotted lines with blue and red solid lines in Fig. 11). Indeed, $r_s(t)$ exhibited a local maximum at 24 h and local minima at 72 and 168 h.

![Fig. 9](image_url)

**Fig. 9.** Comparison of dry-snow (blue line) and wet-snow (red line) daily avalanche activity observed through conventional visual observations in the region of Davos with avalanche activity observed through seismic monitoring (green dashed lines) for the three avalanche catalogues (a) WAN2010, (b) WAN2011, (c) DFB2013. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The increased temporal resolution obtained through seismic monitoring allowed us to investigate $r_s(s)$ in greater detail, especially for shorter time windows ($s < 24$ h), which is not possible with conventional daily avalanche observations. At these shorter time scales, substantial differences were observed for SEISwinter and SEISspring. While $r_s(s)$ generally increased from 1 to 24 h for SEISwinter, for SEISspring there was a very pronounced local minimum at 12 h and the strongest correlation was observed for the shortest time scale of 1 h. Overall, these results suggest that different processes with different characteristic time scales were responsible for the triggering of dry and wet-snow avalanches in our avalanche catalogues, in line with the results shown in Figs. 7 and 8. Avalanche activity in spring closely relates to air temperature and incoming shortwave radiation (e.g. Helbig et al., 2015; Mitterer and Schweizer, 2013), both of which exhibit strong diurnal trends. Avalanche activity in winter, on the other hand, typically relates to precipitation (i.e. storm cycles) (e.g. van Herwijnen and Schweizer, 2011a), for which the normalized covariance exhibited a secondary maximum around 70 h (not shown), consistent with the long-term correlations observed in Fig. 11.

3.4. Simple avalanche forecasting model

The results shown in Fig. 11 suggest that past dry-snow avalanche activity is only indicative of future avalanche activity when considering large time windows, typically on the order of 3 to 4 days. For wet-snow avalanches, on the other hand, past avalanche activity is only indicative of future avalanche activity for much shorter time windows, either 1 to 3 h or around 24 h. An avalanche forecasting perspective, this suggests that using past avalanche activity to make predictions about future avalanches in spring will only be reliable for short time scales on the order of hours, while in winter reliability should increase for time scales longer than about 48 h.

To verify this hypothesis, we evaluated a simple model based on past avalanche activity to predict future avalanches. The model is very similar to the model used by Grasso and Zaliapin (2004) and Schmid et al. (2012) for predicting volcanic eruptions, and is based on the detection of a threshold value on an hourly avalanche activity function $A(t, \Delta)$ (Fig. 12), i.e. we want to forecast avalanches on an hourly basis. When an avalanche is detected at time $t_i$, $A(t, \Delta)$ is raised by 1 for a duration $\Delta$:

$$A(t, \Delta) = A(t, \Delta) + 1 \quad \text{for} \quad t \in [t_i, t_i + \Delta],$$

An alarm is triggered when $A(t, \Delta)$ exceeds a predefined threshold $A_0$. Thus, the model has two tunable parameters, namely the alarm duration $\Delta$ and the avalanche activity threshold $A_0$. Prediction is correct if an avalanche occurs at hour $t$ while $A(t, \Delta) > A_0$ (green arrows and dots in Fig. 12). However, all other hours with $A(t, \Delta) > A_0$ are still considered false alarms (red dots in Fig. 12).

We evaluated model performance on the SEISwinter and SEISspring catalogues. For $\Delta = 24$ h, the predictive skills of our forecasting model are illustrated in Fig. 13. Clearly, for an alarm duration of 24 h, the model is more accurate in spring than in winter, as reflected by the higher AUC value. For the optimal avalanche activity threshold (1 avalanche in winter and 5 in spring; dots in Fig. 13), the POD, FAR and DUR values were also poorer in winter (0.64, 0.96 and 0.47, respectively) than in spring (0.71, 0.80 and 0.27, respectively).

Table 3

<table>
<thead>
<tr>
<th>Danger rating all</th>
<th>Danger rating dry</th>
<th>Danger rating wet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catalog</td>
<td>1 2 3 $r_s$ $p$</td>
<td>1 2 3 $r_s$ $p$</td>
</tr>
<tr>
<td>OBS</td>
<td>0 (0) 0 (3) 4 (20) 0.29 $&lt; 10^{-3}$</td>
<td>0 (0) 0 (0) 2 (14) 0.33 $&lt; 10^{-3}$</td>
</tr>
<tr>
<td>SEIS</td>
<td>1 (2) 0 (1) 1 (3) 0.19 $&lt; 10^{-3}$</td>
<td>1 (1) 1 (3) 2 (2) 0.06 0.16</td>
</tr>
</tbody>
</table>

Fig. 10. (a) Avalanche activity observed through conventional visual observations with forecasted dry-snow (blue) and wet-snow (red) avalanche danger rating for the region of Davos. (b) Same for avalanche activity observed through seismic monitoring. On each box, the notch shows the location of the median, the edges of the box are the 1st and 3rd quartiles, the whiskers show the range of observed values that fall within 1.5 times the interquartile range above and below the interquartile range, and the crosses show outliers. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In winter, avalanche activity was clustered for dry-snow avalanches; this is only the case for longer time scales. Indeed, in winter past and future avalanche activity were mostly uncorrelated for time scales shorter than \( t_\text{p} \) (blue dashed line in Fig. 11), suggesting that past avalanche activity can only be used for predictions over long time scales (\( t > t_\text{p} \)). In spring, the correlation of past and future avalanche activity was strongest for time scales shorter than \( t_\text{p} \) and for time scales around 24 h, while for even longer time scales the correlation decreased (red dashed line in Fig. 11). This suggests that avalanche prediction in spring based on past avalanche activity is only effective for shorter time scales (\( t < t_\text{p} \)), in line with the results of our forecasting model (Fig. 14).

To the best of our knowledge there are no other published studies in which an attempt was made to automatically forecast avalanches based on past avalanche activity. In most studies almost exclusively meteorological parameters were used as input (e.g. Brabec and Meister, 2001). However, Schweizer and Föhn (1996) considered snow instability information, and Schirmer et al. (2009) achieved the best results with a nearest neighbor method which used the avalanche danger level of the previous day as additional input. For local forecasting, for instance, Schweizer et al. (2009) used critical new snow depths measured at two different elevations to forecast large dry-snow avalanches in a single avalanche path at time scales ranging from 24 to 120 h. While their model worked well in terms of POD, with values mostly above 0.7, the FAR values were generally very high, typically above 0.9. With regard to wet-snow avalanches, Mitterer and Schweizer (2013) evaluated several models with a variety of meteorological input variables to forecast avalanches in the region of Davos at time scales ranging from 24 to 72 h. Model performance was good with POD values around 0.9 and FAR values around 0.3. On the other hand, Helbig et al. (2015) used a relatively simple model based on air temperature and incoming shortwave radiation to forecast wet-snow avalanches over entire Switzerland at time scales of 24 h, with typical POD values around 0.6 (FAR values were not reported due to the absence of reliable avalanche occurrence data). It is somewhat surprising that POD values of our very simple model based on past avalanche activity is comparable to more sophisticated models, both in winter and in spring. This may partly be attributed to the fact that we use data that are directly related to instability, whereas most other models use meteorological data which only provide an indirect indication...
of snow instability (e.g. LaChapelle, 1980; McClung, 2002). While our FAR values are much higher, we would like to point out that since we are using an hourly alarm function, the obtained FAR values are very conservative (see Fig. 12). Finally, by including the error diagram in our analysis we have included the total alarm duration in our analysis, which thus far has not been done for avalanche forecasting.

4. Summary and outlook

By performing a visual inspection of the waveform and the spectrogram of seismic data recorded in avalanche starting zones, we obtained avalanche catalogues for two entire winters (2010 and 2011) and one period of 10 days with intense wet-snow avalanche activity in the spring of 2013. These avalanche catalogues, consisting of the release times of each avalanche found in the seismic data, were used to investigate clustering and periodicity in avalanche activity, and to perform a detailed investigation of how such avalanche activity data could be used for local avalanche forecasting (at spatial scales of 2 km$^2$) at time scale of up to 7 days.

Avalanches were strongly clustered in time. The waiting time between avalanches departed from a Poisson process for waiting times larger than $\tau_r$, ranging from 9 to 107 h. Avalanche activity also exhibited some periodicity, in particular during spring when the covariance of avalanche activity displayed a clear diurnal trend. This comes as no surprise, since it is well known that in spring avalanches typically release during the day, when the energy input into the snow cover is greatest.

Observed seismic avalanche activity compared fairly well with conventional visual avalanche observations for the region of Davos, a region of about 175 km$^2$. This was especially true for wet-snow avalanches, for which all the major regional wet-snow avalanche periods were well captured through seismic monitoring. Dry-snow avalanches, on the other hand, were less frequent in our seismic avalanche catalogues, and most dry-snow avalanche cycles were not
well captured through seismic monitoring. These results suggest that monitoring over a larger area by deploying several seismic stations is likely required to provide robust estimates of regional dry-snow avalanche activity.

Since past avalanche activity is often used in avalanche forecasting, we explored the suitability of highly resolved avalanche occurrence data for forecasting purposes. First, we showed that depending on the considered time scale, past avalanche activity is correlated with future avalanche activity. During winter, i.e. for dry-snow avalanches, only long-term correlations were observed for time scales larger than 3 days, likely related to the frequency of precipitation events. During spring, on the other hand, short-term correlations were observed, typically for time scales less than 3 hours around 24 h, likely related to diurnal patterns in energy input into the snow cover (e.g. air temperature and incoming shortwave radiation).

Based on these results, we evaluated the performance of a simple model based on past avalanche activity to predict future avalanches, similar to models used for predicting volcanic eruptions (e.g. Grasso and Zaliapin, 2004; Schmid et al., 2012). Model performance was better in spring than in winter, especially for very short time scale of up to 3 h and for time scales around 24 h. For time scales of several days, model performance somewhat improved in winter. While we are not aware of any previous attempts to automatically forecast avalanches based on past avalanche activity, the probability of detection of our very simple model was comparable to the performance of much more sophisticated models based on meteorological input variables (Helbig et al., 2015; Mitterer and Schweizer, 2013; Schweizer et al., 2009).

This work is a first attempt to evaluate the predictive power of past avalanche activity for avalanche forecasting in a quantitative manner. By evaluating model performance in terms of probability of detection, false alarm ratio and total alarm duration, our results suggest that using avalanche activity for avalanche forecasting is more effective in spring than in winter. Future model improvements will include scaling the avalanche activity function with seismic signal duration, since signal duration can serve as a proxy for avalanche size (van Herwijnen et al., 2013; van Herwijnen and Schweizer, 2011b).

Our analysis was based on visual inspection of the seismic data, which is a time consuming endeavor. For operational avalanche forecasting, automatic avalanche detection is therefore required (e.g. Rubin et al., 2012), especially when focusing on natural avalanche activity. Nevertheless, the results reported here clearly show that if highly resolved avalanche occurrence data can be obtained in near real-time, this would be extremely useful for avalanche forecasting.
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