An update on applied snow and avalanche science: Selected papers from the 2008 International Snow Science Workshop

The 2008 International Snow Science Workshop (ISSW) was held in Whistler, Canada from 21 to 27 September 2008. These workshops aim to attract practitioners and researchers, bringing them together to share their experiences, ideas, and research. The 2008 ISSW attracted over 800 people from 18 countries. The two-volume proceedings (Campbell et al., 2008) contain 179 papers. Authors had the option of revising their papers for more scientific readers, adding new material, and submitting to this special issue of Cold Regions Science and Technology. After the scientific reviews, 19 papers on a range of topics were accepted. The papers apply science to a wide range of snow and avalanche problems. Our editorial begins with recent avalanche climate work before discussing snowpack structure, stratigraphy, and new tools for investigating that stratigraphy. Then we summarize papers on field tests, avalanche forecasting and avalanche dynamics before finishing with avalanche rescue.

Garcia et al. (2009) build on a growing body of research exploring relationships between avalanches and broader climate patterns by analyzing the patterns leading to major avalanche events in the Pyrenees. Similar to a work in North America, they document a great deal of regional variability. They also tie their findings to the North Atlantic Oscillation Index (NAO), which could potentially allow for longer range forecasts of general avalanche conditions expected for upcoming winters. Ikeda et al. (2009) also investigate avalanche climate relationships, but their study area is Japan. Utilizing a classification scheme developed in the western United States (Mock and Birkeland, 2000), they show similarities and differences between the snow climates in the two countries and propose a unique classification for the Japanese Alps on the Pacific side of the island, an area characterized by the unusual combination of both rain and depth hoar.

When looking at snow stratigraphy, an increasing amount of research in the last decade has examined near-surface faceted layers. Slaughter et al. (2009) conducted a novel study exploring the process of radiation recrystallization by integrating field observations and lab work. They demonstrated that such layers could be reliably replicated in the lab. Further, they observed this process in the relatively lower elevations and higher latitudes of Montana rather than Colorado’s San Juan Mountains where it was first observed. Changes in subsurface temperatures can drive diurnal recrystallization, which is another near-surface faceting process (Birkeland, 1998). In addition, subsurface temperatures can affect the mechanical properties of slabs, thereby changing the potential to release avalanches (McClung and Schweizer, 1999). Bakermans and Jamieson (2009) present a unique and simple method for tracking these important changes in subsurface snow temperature. Their empirical model is designed to give avalanche forecasters useful information about the magnitude of warming they can expect using simple and readily available inputs.

A particularly difficult stratigraphic problem is the movement of water (from melt or rain) through the snowpack. This movement often occurs along vertical flow channels. Katsushima et al. (2009) advance our knowledge in this area by developing a model that could simulate field observations of water flow movement through a cold snowpack in Japan.

New tools are becoming available for objectively assessing snowpack stratigraphy. One promising tool is radar. While Marshall and Koh (2008) recently reviewed the use of high frequency FMCW radars, Heilig et al. (2009) utilize lower frequency ground penetrating radar (GPR) in an upward configuration to identify snow stratigraphy. In addition to quantifying layer boundaries, objective and quantifiable methods are needed for classifying the snow crystals in those layers. Arakawa et al. (2009) utilize both specific surface area and intrinsic permeability to objectively discriminate between different crystal types. A method for objectively simulating snowpack conditions is the use of models such as SNOWPACK (Lehning et al., 1999). Such models are being constantly updated, and Hirashima et al. (2009) enhance the usefulness of SNOWPACK by developing a method to improve the model’s shear strength parameterization.

In situ tests of snowpack instability, typically involving a column of the snowpack with a cross sectional area between 0.09 and 3 m², require at least 10 min for digging, testing the column, and recording results. Hence a team of two people can only perform a limited number of tests per day. However, the natural variability of key snowpack properties requires that many tests and/or observations be done to assess the stability. To address this need for many quick profiles, digital snowpack penetrometers were developed. A team of two people can do up to 200 high resolution penetrometer profiles in a field day.

The studies by Pielmeier and Marshall (2009), Floyer and Jamieson (2009) and van Herwijnen et al. (2009) identified characteristics of the penetrometer signal that were associated with instability in adjacent snowpack tests. Although spatial variability of stability is ultimately required by avalanche forecasting programs, these field studies minimize spatial variability by profiling the snowpack with the penetrometer within a few metres of the stability test. Pielmeier and Marshall (2009) used the SnowMicroPen (Schneebeli and Johnson, 1998) and found weak layer micro-scale strength in combination with the SMP-estimated slab density to be the best predictors of stability classes as predicted by the rutschblock test (Föh, 1987).
van Herwijnen et al. (2009) also used the SMP penetrometer but sought characteristics of its signal that were associated with observed fracture characters in adjacent compression tests. They developed an autocorrelation method to identify fracture layers in adjacent compression tests which, however, required manual picking of a reference layer. Sudden collapse fractures, which are associated with instability on adjacent slopes (van Herwijnen and Jamieson, 2007), were associated with large differences in penetration resistance between the failure layer and the adjacent layer.

Floyer and Jamieson (2009) used sudden and not-sudden fractures in compression tests to select key characteristics of the penetrometer signal. Instead of the SMP, they used a modified Sabre penetrometer (Mackenzie and Payten, 2002; Floyer, 2008). The force resistance in the failure layer and transition between the failure layer and adjacent layers correctly classified 80% of the failures as sudden or not. However, their algorithm required that failure layers be manually pre-identified in the penetrometer signal. When randomly selected layers were considered, the classification rate dropped to 67%.

In contrast to the studies which sought signal characteristic associated with instability, Lutz et al. (2009) used the SMP to detect the effect of artificial overburden changes on weak layers. The overburden was changed by adding blocks of snow to the top of a column and then penetrating a pre-identified weak layer and adjacent layers with the SMP. They found the micro-scale strength of the weak layer decreased significantly when the overburden was artificially increased by adding blocks of snow to the top of the column. Artificial removal of slab stress resulted in greater rupture forces and larger microstructures, likely due to elastic rebound.

Simenhois and Birkeland (2009) report on the development of a new snowpack test called the Extended Column Test (ECT), which is intended to indicate (1) whether localized dynamic surface loads (triggers), such as skiers, are likely to initiate a fracture in a weak snowpack layer and then (2) whether the fracture will propagate beyond the influence of the trigger. While small-column tests for fracture initiation such as the Compression Test (Greene et al., 2004, p. 45–47) are well established, the ECT also indicates the propensity for fracture propagation, which has been missing from small-column stability tests. By comparing test results with ratings of local stability, Simenhois and Birkeland (2009) showed the ECT has a false stable ratio generally lower than those of the Compression Test and the Propagation Saw Test (PST) (Gauthier and Jamieson, 2008). Also using a rating of local stability, Winkler and Schweizer (2009) showed that the ECT’s unweighted average accuracy was comparable to the rutschblock test and higher than that of the CT.

In numerical avalanche forecasting the following developments can be seen: (a) using input from weather stations and thereby increasing the temporal resolution (e.g. Cordy et al., 2009), (b) using forecasted weather data to provide an avalanche forecast rather than a nowcast, and (c) complementing weather data with modeled snow cover data (e.g. Schirmer et al., 2009). Furthermore, new statistical methods have been explored (e.g. Podzoukho et al., 2008; Cordy et al., 2009) used hourly interval electronic weather sensor inputs to a nearest neighbour model to predict the avalanches in the coming 12 h in two highway corridors in British Columbia Canada. The models were applied operationally and model performance (unweighted average accuracy) was about 75%.

Whereas numerical forecasting systems are usually developed and applied for areas including numerous avalanche paths, it remains to be seen whether forecasting tools can be developed for predicting large and infrequent (naturally released) avalanches in a specific path. These tools would be particularly useful for local avalanche services responsible for avalanche safety in mountain villages. Schweizer et al. (2009) utilized a well documented avalanche path near Davos (Switzerland) to investigate whether avalanche occurrence during major storms can be reliably predicted based on precipitation data. Avalanche occurrence was correlated to new snow depth, total snow depth, air temperature and type of snow stratigraphy. However, predicting single events still involved a great deal of uncertainty, particularly since the new snow amounts assumed to be critical had a significantly lower return period than the avalanche events.

Once in motion, avalanches develop large destructive power. Structures in the avalanche path or runout need to be designed to withstand the pressure and/or should be located such that the risk is reduced. To determine the extent of the hazard, dynamics models are used typically in combination with e.g. a study of terrain, vegetation and historical records of weather and avalanche occurrence. In recent years, the development of avalanche dynamics models has much been fostered by experimental results from full-scale test sites (e.g. Sovilla et al., 2008). Measurements from sensors mounted on structures located in the avalanche path have provided new insight into the flow behavior of snow avalanches. Nevertheless, these punctual measurements do not accurately describe the complex dynamical interaction between the avalanche and the structure itself. For this reason, Baroudi and Thibert (2009) applied inverse analysis techniques. They report on pressure measurements at the Lautaret full-scale avalanche test site in the French Alps. Using advanced sensitivity and error analyses they identified two main sources of error and quantified the uncertainty of the reconstructed peak pressure (21 ± 2 kPa). This suggests that this complementary method is well suited to determine not only impact pressures, but also to understand the complex interaction between avalanche and structure.

At the full-scale avalanche test site in Ryggfonna (Norway), for about 30 avalanches which occurred during the last 30 years, the front velocities and run-distances were recorded.

Gauer et al. (2009) use a set of 20 of these avalanches to evaluate the performance of mass block models — a class of simple avalanche dynamics models. They not only use the runout distance but also front velocity measurements to optimize the model parameters for individual avalanches. This yields probability distribution functions of the model parameters that may be used in probabilistic avalanche modeling. Additionally, they observed that retarding accelerations on average seem to be rather constant during the avalanche descent and hence suggested that feedback mechanisms in avalanche flows tend to counterbalance velocity dependencies of the retarding accelerations. This implies that the avalanche rheology would depend on the flow state itself — a concept which clearly cannot be captured by simple block models.

If people are caught and buried by a snow avalanche the only device that allows rescuers to quickly search for the victims are avalanche rescue transceivers or beacons. The search strategy depends – among other things – on the signal search strip width which influences the search time. The search strip width is not a given value as often has been assumed in the past, but depends on technical characteristics, in particular on the range of the specific device (Schweizer and Krüsi, 2003). So far range (and search strip width) has been determined with field tests that are time consuming and prone to errors. Genswein et al. (2009) present a novel simulation approach to determine a survival optimized search strip width. Their results suggest that most presently used values of search strip width are too low.

Of the many important topics yet to be addressed by applied snow and avalanche science, a few stand out. One topic is assessing the potential of radar for detecting stratigraphy that is critical for snow slope stability, perhaps using the signals from stable and unstable slopes as has been done for stability tests. Another topic is researching and developing issues such as cost, ease of use, and reliability of penetrometers. While these instruments are providing extremely useful information for assessing snowpack stability in research, their use in forecasting operations remains limited due to some of those issues. Finally, spatial modeling of the snowpack and especially the formative processes for critical weak layers is required, and may require a stochastic approach since we do not yet know all the causes of spatial variations at the slope scale.
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